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Abstract

Most word embedding models typically represent each
word using a single vector, which makes these model-
s indiscriminative for ubiquitous homonymy and poly-
semy. In order to enhance discriminativeness, we em-
ploy latent topic models to assign topics for each word
in the text corpus, and learn topical word embeddings
(TWE) based on both words and their topics. In this
way, contextual word embeddings can be flexibly ob-
tained to measure contextual word similarity. We can al-
so build document representations, which are more ex-
pressive than some widely-used document models such
as latent topic models. In the experiments, we evaluate
the TWE models on two tasks, contextual word simi-
larity and text classification. The experimental result-
s show that our models outperform typical word em-
bedding models including the multi-prototype version
on contextual word similarity, and also exceed latent
topic models and other representative document mod-
els on text classification. The source code of this pa-
per can be obtained from https://github.com/
largelymfs/topical_word_embeddings.

Introduction

Word embedding, also known as word representation, plays
an increasingly vital role in building continuous word vec-
tors based on their contexts in a large corpus. Word em-
bedding captures both semantic and syntactic information of
words, and can be used to measure word similarities, which
are widely used in various IR and NLP tasks.

Most word embedding methods assume each word p-
reserves a single vector, which is problematic due to
homonymy and polysemy. Multi-prototype vector space
models (Reisinger and Mooney 2010) were proposed to
cluster contexts of a word into groups, then generate a dis-
tinct prototype vector for each cluster. Following this idea,
(Huang et al. 2012) proposed multi-prototype word embed-
dings based on neural language models (Bengio et al. 2003).

Despite of their usefulness, multi-prototype word embed-
dings face several challenges: (1) These models generate
multi-prototype vectors for each word in isolation, ignoring
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complicated correlations among words as well as their con-
texts. (2) In multi-prototype setting, contexts of a word are
divided into clusters with no overlaps. In reality, a word’s
several senses may correlate with each other, and there is
not clear semantic boundary between them.

In this paper, we propose a more flexible and powerful
framework for multi-prototype word embeddings, namely
topical word embeddings (TWE), in which topical word
refers to a word taking a specific topic as context. The basic
idea of TWE is that, we allow each word to have different
embeddings under different topics. For example, the word
apple indicates a fruit under the topic food, and indicates an
IT company under the topic information technology (IT).

We employ the widely used latent Dirichlet allocation (L-
DA) (Blei, Ng, and Jordan 2003) to obtain word topics, and
perform collapsed Gibbs sampling (Griffiths and Steyvers
2004) to iteratively assign latent topics for each word token.
In this way, given a sequence of words D = {wq, ..., wpr},
after LDA converges, each word token w; will be discrim-
inated into a specific topic z;, forming a word-topic pair
(wy, z;), which can be used to learn topical word embed-
dings. We design three TWE models to learn topical word
vectors, as shown in Figure 1, where the window size is 1,
and w;_; and w;1 are contextual words of w;.
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Figure 1: Skip-Gram and TWE models. Blue circles indi-
cate word embeddings and green circles indicate topic em-
beddings. Since TWE-2 does not reserve stand-alone word /
topic embeddings, we simply represent topical word embed-
dings in TWE-2 using blue circles.



TWE-1. We regard each topic as a pseudo word, and learn
topic embeddings and word embeddings separately. We then
build the topical word embedding of (wj;, z;) according to
the embeddings of w; and z;.

TWE-2. We consider each word-topic pair (w;, z;) as a
pseudo word, and learn topical word embeddings directly.

TWE-3. We reserve distinct embeddings for each word
and each topic. We build the embedding of each word-topic
pair, by concatenating the corresponding word and topic em-
beddings, for learning.

Among three TWE models, TWE-1 does not consider the
immediate interaction between a word and its assigned top-
ic for learning. TWE-2 considers the inner interaction of a
word-topic pair by simply regarding the pair as a pseudo
word, but it suffers from the sparsity issue because the occur-
rences of each word are rigidly discriminated into differen-
t topics. as compared to TWE-2, TWE-3 provides trade-off
between discrimination and sparsity. But during the learning
process of TWE-3, topic embeddings will influence the cor-
responding word embeddings, which may make those words
in the same topic less discriminative.

We extend Skip-Gram (Mikolov et al. 2013), the state-
of-the-art word embedding model, to implement our TWE
models. The three TWE models will be introduced in de-
tail in next section. TWE models can be used to compute
the contextual word embedding for a word given its context,
and can also be used for representing a document aggregated
from topical word embeddings of all words in it.

We tested our proposed models in two tasks, contextual
word similarity and text classification, to evaluate our mod-
els. The experimental results demonstrate that our model-
s outperform conventional and other multi-prototype word
embedding models on contextual word similarity, and also
exceed widely-used topic-based or embedding-based docu-
ment models on text classification.

The main contribution of this work is that, we integrate
topics into basic word embedding representation and allow
the resulting topical word embeddings to model different
meanings of a word under different context. As compared to
multi-prototype word embedding models which build multi-
prototypes of each word separately, our models employ top-
ic models to take advantages of all words as well as their
context together to learn topical word embeddings.

Our Models
Skip-Gram

Skip-Gram is a well-known framework for learning word
vectors (Mikolov et al. 2013), as shown in Fig. 1(A). Skip-
Gram aims to predict context words given a target word in
a sliding window. In this framework, each word correspond-
s to a unique vector. The vector of target word is used as
features to predict the context words.

Given a word sequence D = {wy, ..., wy }, the objec-
tive of Skip-Gram is to maximize the average log probability
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Here k is the context size of a target word. Skip-Gram for-
mulates the probability Pr(w,|w;) using a softmax function
as follows

exp(w, - w;)
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where w; and w,, are respectively the vector representation-
s of target word w; and context word w,., and W is the
word vocabulary. In order to make the model efficient for
learning, the techniques of hierarchical softmax and nega-
tive sampling are used when learning Skip-Gram (Mikolov
et al. 2013).

Word vectors learned with Skip-Gram can be used for
computing word similarities. The similarity of two words w;
and w; can simply be measured with inner product of their
word vectors, namely S(w;,w;) = w; - w;. In previous
work, the task of word similarity is always used to evaluate
the performance of word embedding methods (Mikolov et
al. 2013; Baroni, Dinu, and Kruszewski 2014).

As discussed in the Introduction section, we want to
enhance representation capability of word embeddings by
introducing latent topic models. With the favor of la-
tent Dirichlet allocation (LDA), we assign a latent topic
z; € T for each word w;, according to the probability
Pr(z;|w;, d) o< Pr(w;|z;) Pr(z;|d). Afterwards, we propose
three models of topical word embeddings (TWE).

TWE-1

TWE-1 aims to learn vector representations for words and
topics separately and simultaneously. For each target word
with its topic (w;, z;), we propose TWE-1 as follows. The
objective of TWE-1 is defined to maximize the following
average log probability

M
1
L(D) = i Z Z log Pr(w;c|w;)+log Pr(w;ic|z;).
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Compared with only using the target word w; to predic-
t context words in Skip-Gram, TWE-1 also uses the topic
z; of target word to predict context words. The basic idea of
TWE-1 is to regard each topic as a pseudo word that appears
in all positions of words assigned with this topic. Hence, the
vector of a topic will represent the collective semantics of
words under this topic.

In TWE-1, we get topical word embedding of a word w
in topic z by concatenating the embedding of w and z, i.e.,
w? = w @ z, where @ is the concatenation operation, and
the length of w* is double of w or z.

Contextual Word Embedding TWE-1 can be used for
contextual word embedding. For each word w with it-
s context ¢, TWE-1 will first infer the topic distribu-
tion Pr(z|w,c) by regarding ¢ as a document, namely
Pr(z|w,c) o Pr(w|z) Pr(z|c). With the topic distribution,
we can further obtain the contextual word embedding of w
incas

w = Z Pr(z|w, c)w?, 4)
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where w? is the embedding of word w under topic z, ob-
tained by concatenating word vector w and topic vector z.
Contextual word embedding will be used for computing
contextual word similarity. Given a pair of words with their
contexts, namely (w;, ¢;) and (wj, ¢;), contextual word sim-
ilarity aims to measure the similarity between the two word-
s, which can be formalized as follows S(wj,¢c;, wj,¢;) =

: Cj . .
(wfl -w, ) , which can also be rewritten as
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where S(w?, w?) is the similarity between w* and w*
which is calculated using cosine similarity in this paper. The
similarity function in Eq. (5) is named as AvgSimC follow-
ing (Reisinger and Mooney 2010).

We also employ the idea in (Reisinger and Mooney 2010)
to define MaxSimC as an alterative to AvgSimC. MaxSimC
selects the corresponding topical word embedding w* of the
most probable topic z inferred using w in context c as the
contextual word embedding. Following this idea, we define
the contextual word embedding of w in c as

w=w? z=argmax, Pr(z|w,c), (6)

and the contextual word similarity is defined as

’
z

S(wi, ci,wy, c5) = Wi - W, (7)
where

z = argmax Pr(z|w;, ¢;), 2 = argmaxPr(z|wj, ¢;).
z z N

Document Embedding In TWE-1, we represent the se-
mantics of a document by aggregating over all topical
word embeddings of each word in the document, i.e., d =
> wea Pr(w|d)w?, where Pr(w|d) can be weighted with T-
FIDF scores of words in d.

TWE-2

Topic models group words into various topics according to
their semantic meanings. In other words, a word in different
topics may correspond to different meanings. This makes
sense because many words have multiple senses, and these
senses should have discriminative vectors in semantic space.
Hence, in TWE-2 we regard each word-topic pair (w, z)
as a pseudo word and learn a unique vector w*. The objec-
tive of TWE-2 is to maximize the average log probability

M
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In this way, TWE-2 naturally divides the representation of a
word w into T parts, havingw = > __. Pr(z|w)w, where
Pr(z|w) can be obtained from LDA.

zeT

In TWE-2, we follow Eq. (4) to obtain the contextu-
al word embedding of a word with its context, which
will be further used to compute contextual word similar-
ity. For document embedding, we follow the same idea
of TWE-1 and obtain a document embedding by d =

2w zyea Pr(w, 2) [d)w*.

TWE-3

Since TWE-2 divides the occurrences of each word into
multiple topics, the learning of embeddings may suffer from
more sparsity issue as compared to Skip-Gram. In order to
alleviate the problem, we propose TWE-3 to provide a trade-
off between discrimination and sparsity.

Similar to TWE-1, TWE-3 has vectors of both words
and topics. For each word-topic pair (w, z), TWE-3 con-
catenates the vectors w and z to build the vector w?, with
|w?| = |w| + |z|. Note that, the length of word vectors |w|
is not necessarily the same as the length of topic vectors |z|.

The objective of TWE-3 is identical to TWE-2, as shown
in Eq. (8), and the probability Pr({w, z.)|{w;, z;)) is for-
malized as in Eq. (9). In TWE-3, the parameters of each
word embedding w and topic embedding z is shared over al-
1 word-topic pairs (w, z); while in TWE-2, each word-topic
pair (w, z) have their own parameters. Hence, in TWE-2 two
word-topic pairs (w, z) and (w, z’) will have distinct param-
eters, but in TWE-3 they share the same word embeddings
w.

In TWE-3, the construction of contextual word embed-
dings and document embeddings will follow that of TWE-1.

Optimization and Parameter Estimation

Learning TWE models follows the similar optimization
scheme as that of Skip-Gram used in (Mikolov et al. 2013).
We use stochastic gradient descent (SGD) for optimization,
and gradients are calculated using the back-propagation al-
gorithm.

Initialization is important for learning TWE models. In
TWE-1, we first learn word embeddings using Skip-Gram.
Afterwards, we initialize each topic vector with the average
over all words assigned to this topics, and learn topic embed-
dings while keeping word embeddings unchanged. In TWE-
2, we initialize the vector of each topic-word pair with the
corresponding word vector from Skip-Gram, and learn TWE
models. In TWE-3, we initialize word vectors using those
from Skip-Gram, and topic vectors using those from TWE-
1, and learn TWE models.

Complexity Analysis

In Table 1, we show the complexity of various models, in-
cluding the number of model parameters and computational
complexity. In this table, the topic number is 7', the vocabu-
lary size is W, the window size is C, the corpus length is M,
and the vector lengths of words and topics are Kyy and K,
respectively. In Skip-Gram, TWE-1 and TWE-2, we have
Kw = Kr = K. Note that, we do not count parameters of
topic models into model parameters of TWE, whose number
is about O(WT).



Table 1: Model complexities.

Model Model Parameters | Computational Complexity
Skip-Gram WK CM(1+1logW)
TWE-1 (W+T)K IM +2CM(1 + logW)
TWE-2 WTK IM+CM(1+logWT)
TWE-3 WKw +TKr IM+CM(1+logWT)

In computational complexity, O(I D) indicates the com-
putational complexity of learning topic models, where I is
the iteration numbers; the second term is the complexity
of learning topical word embeddings with hierarchical soft-
max.

From the complexity analysis, we can see that, com-
pared with Skip-Gram, TWE models require more param-
eters to record more discriminative information for word
embeddings, but the computational complexity does not in-
crease too much relatively, especially when many fast algo-
rithms of topic models are available (Porteous et al. 2008;
Smola and Narayanamurthy 2010; Ahmed et al. 2012).

Experiments

In this section, we evaluate related models on two tasks em-
pirically, including contextual word similarity and text clas-
sification, then we present some examples of topical word
embeddings for intuitive comprehension.

Contextual Word Similarity

Traditional task for evaluating word embeddings is word
similarity computation ignoring context information using
standard datasets such as WordSim353 (Finkelstein et al.
2001). Nevertheless, semantic meanings of most words de-
pend highly on their context. Hence we use the task of con-
textual word similarity to demonstrate the effectiveness of
topical word embeddings.

Datasets and Experiment Setting We use the dataset re-
leased by (Huang et al. 2012) for evaluation, named as
SCWS in this paper following (Luong, Socher, and Man-
ning 2013). In SCWS, there are 2,003 pairs of words and
sentences containing these words; and human labeled word
similarity scores are based on the word meanings in the con-
text. We compute the Spearman correlation between simi-
larity scores from a system and the human judgements in
the dataset for comparison. For TWE models, the similarity
between two words are computed using Eq. (5).

We select Wikipedia, the largest online knowledge base,
to learn topical word embeddings for this task. We adopt the
April 2010 dump also used by (Huang et al. 2012) '. When
learning topic assignments with LDA, we set 7' = 400 and
I = 50. When learning Skip-Gram and TWE models, we
set window size as 5 and the dimensions of both word em-
beddings and topic embeddings as K = 400. For TWE-1
and TWE-3, we obtain topical word embeddings via con-
catenation over corresponding word embeddings and topic

!The dataset and the vocabulary file can be downloaded from
http://www.socher.org/.

embeddings; and for TWE-2, topical word embeddings are
off-the-shelf.

In experiments, we compare our models with baselines in-
cluding C&W model (Collobert and Weston 2008), TFIDF
(including Pruned TFIDF and Pruned TFIDF-M) (Reisinger
and Mooney 2010), Huang’s model (Huang et al. 2012),
Tian’s model (Tian et al. 2014), LDA and Skip-Gram. S-
ince we evaluate on the same data set as (Huang et al. 2012;
Tian et al. 2014), we simply report the evaluation result-
s of C&W, TFIDF and Huang’s model from (Huang et al.
2012) and the results of Tian’s model from (Tian et al.
2014). Among these baselines, C&W, TFIDF, Pruned T-
FIDF, LDA-S, LDA-C and Skip-Gram are single-prototype
models, while Pruned TFIDF-M, Huang’s model and Tian’s
model are multi-prototype models.

We give a brief introduction to these baseline methods.
C&W model is evaluated using word embeddings provid-
ed by (Collobert and Weston 2008), ignoring context in-
formation. The TFIDF methods represent words using con-
text words within 10-word windows, weighted by TFIDF.
(Reisinger and Mooney 2010) found pruning the contex-
t words of low TFIDF scores can improve performance, and
(Huang et al. 2012) reported the result of the pruned method
by removing all but the top 200 words in each word vector.
For LDA, we have two methods for computing contextual
word similarity. LDA-S represents each word using its top-
ic distribution Pr(z|w) o Pr(w|z) Pr(z) ignoring context,
where Pr(w|z) and Pr(z) can be obtained from the LDA
model. LDA-C regards the context sentence ¢ of the word w
as a document, and represents the word with its contextual
topic distribution Pr(z|w, ¢) for computing word similari-
ties. It is obvious that LDA-S ignores context and LDA-C is
context-aware. Here we simply report the results of the LDA
model used in TWE models. In Skip-Gram, we simply com-
pute similarities using word embeddings ignoring context.
Here the dimension of word embeddings in Skip-Gram is
K = 400. Tian’s model proposed a probabilistic model for
learning multi-prototype word embeddings, which achieves
comparable performance but is more efficient as compared
to Huang’s model.

Evaluation Result In Table 2, we show the evaluation re-
sults of various models on the SCWS dataset. For all multi-
prototype models and the TWE models, we report the evalu-
ation results using both AvgSimC and MaxSimC. We have
the following observations from Table 2:

The TWE models outperform all baselines, and TWE-1
achieves the best performance. This indicates that the TWE
models can effectively take advantages of latent topic mod-
els for topical word embeddings.

For multi-prototype models, the TWE models are sig-
nificantly better than other baselines when computing with
MaxSimC. The TWE models can represent the semantics of
a contextual word more precisely by picking the most prob-
able topical word embedding. This suggests the following
two advantages of the TWE models as compared to other
multi-prototype models: (1) In most multi-prototype model-
s, each word usually have limited number of prototypes (e.g.,
Huang’s model set the number as 10). The TWE models, by



Table 2: Spearman correlation p x 100 of contextual word
similarity on the SCWS data set.

Model p x 100
C&W 57.0
TFIDF 26.3
Pruned TFIDF 62.5
LDA-S 56.9
LDA-C 50.4
Skip-Gram 65.7
AvgSimC | MaxSimC
Pruned TFIDF-M 60.5 60.4
Tian 65.4 63.6
Huang 65.3 58.6
TWE-1 68.1 67.3
TWE-2 67.9 63.6
TWE-3 67.1 65.5

taking advantages of latent topic models, can discriminate
more details of word semantics in the topic space, which
usually has hundreds of dimension (e.g., we set the number
of topics T' = 400 in this paper). (2) Most multi-prototype
models build multi-prototypes for each word separately, ig-
noring rich interactions between words as well as their con-
texts. By adopting topic models, we are able to discriminate
word semantics by considering words and their contexts al-
1 together. The adoption of topic models also provides us a
more principled way to select the most appropriate topical
word embedding for a word under specific context.

The performance of three TWE models reflect their char-
acteristics. (1) TWE-2 is comparable to TWE-1 when us-
ing AvgSimC, but comparably under-performs when using
MaxSimC. We guess the reason is, when using MaxSimC,
the sparsity issue of TWE-2, caused by learning distinct em-
beddings for each word-topic pair, is more significant. (2)
The performance of TWE-2 is between TWE-1 and TWE-3.
The reason is probable that during learning of TWE-3, topic
embeddings will influence the word embeddings and make
the topical word embeddings within one topic less discrimi-
native.

Text Classification

Here we investigate the effectiveness of TWE models for
document modeling using multi-class text classification.

Datasets and Experiment Setting Multi-class text classi-
fication is a well studied problem in NLP and IR. In this pa-
per, we run the experiments on the dataset 20NewsGroup .
20NewsGroup consists of about 20, 000 documents from 20
different newsgroups. We report macro-averaging precision,
recall and F-measure for comparison.

For TWE models, we learn topic models using LDA on
the training set by setting the number of topics 7' = 80.
We further learn topical word embeddings using the training
set, then generate document embeddings for both training
set and test set. Afterwards, we regard document embedding
vectors as document features and train a linear classifier us-

http://qwone.com/~jason/20Newsgroups/.

ing Liblinear (Fan et al. 2008). We set the dimensions of
both word and topic embeddings as K = 400.

We consider the following baselines, bag-of-words
(BOW) model, LDA, Skip-Gram, and Paragraph Vector
(PV) models (Le and Mikolov 2014). The BOW model rep-
resents each document as a bag of words and the weight-
ing scheme is TFIDF. For the TFIDF method, we select top
50, 000 words according to TFIDF scores as features. LDA
represents each document as its inferred topic distribution.
Here we use the LDA model in TWE models. In Skip-Gram,
we build the embedding vector of a document by simply av-
eraging over all word embedding vectors in this documen-
t. The dimension of word embeddings in Skip-Gram is al-
so K = 400. Paragraph Vector models are document em-
bedding models proposed most recently, including the dis-
tributed memory model (PV-DM) and the distributed bag-
of-words model (PV-DBOW). PV models are reported to
achieve the state-of-the-art performance on sentiment clas-
sification (Le and Mikolov 2014). (Le and Mikolov 2014)
have not released source codes of PV models. There is an
implementation doc2vec available online 3. In the experi-
ments, we find the performance of doc2vec is comparably
worse than our implementation, hence we only report the
results of our implementation for comparison.

Evaluation Results Table 3 shows the evaluation result-
s of text classification on 20NewsGroup. We can observe
that TWE-1 outperforms all baselines significantly, especial-
ly for topic models and embedding models. This indicates
that our model can capture more precise semantic informa-
tion of documents as compared to topic models and embed-
ding models. Moreover, as compared to the BOW model, the
TWE models manage to reduce the document feature space
by 99.2 percent in this case.

Table 3: Evaluation results of multi-class text classification.

Model Accuracy | Precision | Recall | F-measure
BOW 79.7 79.5 79.0 79.0
LDA 72.2 70.8 70.7 70.0
Skip-Gram 75.4 75.1 74.3 74.2
PV-DM 72.4 72.1 71.5 71.5
PV-DBOW 75.4 74.9 74.3 74.3
TWE-1 81.5 81.2 80.6 80.6
TWE-2 79.0 78.6 77.9 77.9
TWE-3 774 77.2 76.2 76.1

Among three TWE models, it is amazing that the simplest
TWE-1 model again achieves the best performance. As in-
spired by the anonymous reviewer, word and topic embed-
dings are learned independently in TWE-1 but are built inter-
actively in TWE-2 and TWE-3. The independence assump-
tion in TWE-1 may be the reason of better performance.
Moreover, the size of 20NewsGroup is to some extent smal-
1, we guess TWE-2 and TWE-3 may achieve better perfor-
mance give more data for learning. In future, we will con-
duct more experiments to explore genuine reasons why the
simpler model achieved the best performance.

It can be downloaded from https://github.com/
ccri/gensim, which will be released in the package gensim.



Examples of Topical Word Embeddings

In order to demonstrate the characteristics of TWE models,
we selected several example words and used TWE models to
find the most similar words of these words in different top-
ics. For comparison, we also used Skip-Gram to find similar
words of these example words.

In Table 4, we show the most similar words of three ex-
ample words, bank, left and apple, which are typical poly-
semous words. For each example word w, we first show the
result obtained from Skip-Gram, i.e., the first line of each ex-
ample word; then we list the results under two representative
topics of the example word obtained from TWE-2, denoted
as w#1 and w#2.

Table 4: Nearest neighbor words by TWE-2 and Skip-Gram.

Words Similar Words
bank citibank, investment, river
bank#1 insurance, stock, investor

bank#2 | river, edge, coast

left right, leave, quit

left#1 moved, arrived, leave
left#2 right, bottom, hand
apple macintosh, ios, juice
apple#l | peach, juice, strawberry

apple#2 | mac, ipod, android

From Table 4, we can observe that, similar words returned
by Skip-Gram contain similar words of multiple senses of
example words. This indicates that Skip-Gram combines
multiple senses of a polysemous word into a unique embed-
ding vector. In contrast, with TWE models, we can success-
fully discriminate word senses into multiple topics by topi-
cal word embeddings.

Related Work

The success of IR and NLP tasks crucially depend on text
representation, of which word representation is the founda-
tion. Conventionally, NLP tasks usually take one-hot word
representation, with each word being represented as a W-
length vector with only one non-zero entry. The one-hot rep-
resentation is simple and has been widely used as the basis of
bag-of-words (BOW) document models (Manning, Ragha-
van, and Schiitze 2008). However, it suffers from several
challenges, the most critical one of which is it cannot take
the relationship between words into consideration, while in
fact many words share high semantic or syntactic relations.

Word embeddings, first proposed in (Rumelhart, Hin-
tont, and Williams 1986), have been successfully used in
language models (Bengio et al. 2006; Mnih and Hinton
2008) and many NLP tasks, such as named entity recog-
nition (Turian, Ratinov, and Bengio 2010), disambiguation
(Collobert et al. 2011) and parsing (Socher et al. 2011;
2013). Word embeddings are useful because they can en-
code both syntactic and semantic information of words into
continuous vectors and similar words are close in vector s-
pace.

Previous word embedding models are time consuming
due to high computational complexity. Recently, (Mikolov

et al. 2013) proposed two efficient models, Skip-Gram and
continuous bag-of-words model (CBOW), to learn word em-
beddings from a large-scale text corpus. The training ob-
jective of CBOW is to combine the embeddings of contex-
t words to predict the target word; while Skip-Gram is to
use the embedding of each target word to predict its con-
text words (Mikolov et al. 2013). In this paper, we base on
Skip-Gram to extend our models.

In most previous word embedding models, one word owns
a unique vector, which is problematic because many word-
s have multiple senses. Hence, researchers propose multi-
prototype models. (Reisinger and Mooney 2010) proposed a
multi-prototype vector space model, which cluster contexts
of each target word into groups, and build context vectors
for each cluster. Following this idea, (Huang et al. 2012) al-
so clustered contexts, and each cluster generated a distinc-
t prototype embedding. Besides, probabilistic models (Tian
et al. 2014), bilingual resources (Guo et al. 2014) and non-
parametric models (Neelakantan et al. 2014) have been ex-
plored for multi-prototype word embeddings. Most of these
methods perform multi-prototype modeling for each word
in isolation. On the contrary, TWE models use latent topic
models to discriminate word senses by considering all words
and their contexts together. TWE models are also applicable
for document embeddings. Moreover, multi-prototype mod-
els can be incorporated in TWE models easily, which will be
left as future work.

Conclusion and Future Work

In this paper, we propose three topical word embedding
models, which can be expressively used for contextual word
embeddings and document embeddings. We evaluate our
TWE models on two tasks including contextual word sim-
ilarity and text classification. The experimental results show
that our models especially the simplest TWE-1 outperform
state-of-the-art word embedding models for contextual word
similarity and are also competitive for text classification.
We consider the following future research directions:

e In LDA the topic number must be pre-defined. Cross-
validation can be used to find appropriate topic number
but are time-consuming and impractical for large-scale
data. We will explore non-parametric topic models (Teh
et al. 2006) for topical word embeddings.

e There are many knowledge bases available, such as Word-
Net (Miller 1995), containing rich linguistic knowledge of
homonymy and polysemy. We may explore techniques to
incorporate these prior linguistic knowledge into topical
word embeddings.

e Documents usually contain additional information such
as categorical labels, hyperlinks and timestamps. We may
take these information for learning more representative
topic models (Mcauliffe and Blei 2008; Zhu, Ahmed, and
Xing 2009; Lacoste-Julien, Sha, and Jordan 2009) and en-
hance topical word embeddings.
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